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Geo-Replicated State Machines Using PBFT1

Latency depends
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Hierarchical Geo-Replicated State Machines Using Steward2
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for best latency

Very complex protocol
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Challenges

Challenges
Need for a replication protocol that provides

Efficiency: No complex protocols over wide-area links
Modularity: Allow integrating with different consensus protocols
Adaptability: Add and remove new locations
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Evaluation: Write Requests (200 Bytes)
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Summary

Problem
Performance depends on leader location
Either high latency or high complexity
Best replica locations depend on client locations

SPIDER
Efficient: IRMCs forward group decisions
Modular: Decoupled agreement and execution groups
Adaptable: Add or remove execution groups at runtime

More details in the paper

Different possible Inter-Regional Message Channel (IRMC) implementations
Handling malicious clients and other attacks
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